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#### Abstract

Shortest path problem (SPP) has various applications in areas such as telecommunications, transportation and emergency services, and postal services among others. As a result, several algorithms have been developed to solve the SPP and related problems. The current paper extends the TANYAKUMU labelling method for solving the Travelling salesman problem (TSP) to solve SPP in directed transportation networks. Numerical illustrations are used to prove the validity of the proposed method. The main contributions of this paper are as follows: (i) modification of TSP algorithm to solve single source SPP, (ii) the developed method numerically evaluated on four increasingly complex problems of sizes $11 \times 11,21 \times 21,23 \times 23$ and $26 \times 26$ and lastly (iii) the solutions obtained from solving these four problems are compared with those obtained by Minimum incoming weight label (MIWL) algorithm. The proposed algorithm computed the same shortest paths as the MIWL algorithm on all four problems.
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## 1. Introduction

Determination of the shortest route is a basic problem in network theory; a lot of approaches have been suggested, yet this problem remains active and significant due to its applications in real-life industrial situations. Shortest path problems (SPP) deal with the computation of the shortest path or route from the source node to the destination node through a set of intermediate nodes in the network. The weight on any link joining any two given nodes in the network may be distance, time taken, accident probability, or fuel consumption, among others. Companies that are in the shipping and transportation business need to use the shortest routes when shipping their product from one place to another, thus saving on fuel, vehicle tires, and driver overtime, among others. Shortest path problems can exist in directed networks, undirected networks, as well as multi-objective directed and undirected networks. Shortest path problem
has many applications in different areas, which include fire station services, emergency services, network communications (Di Caprio et al., 2022); Data routing, web search optimization, and social network analysis (D'Emidio, 2020); Telecommunication (Lewis, 2020); and Travel time reduction (Nguyen et al., 2022). Shortest path problem has several variants, such as constrained shortest path problem (Wu et al., 2023), Clustered shortest path problem (Petrovan et al., 2023), Minmax regret shortest path problem (Carvalho et al., 2023), SPP with positive integer weight in linear time (Thorup, 1999), SPP with parallel graph library (Edmonds et al., 2006), and SPP with specified nodes (Saksena and Kumar, 1966), among others.

Kumar et al. (2013) proposed a minimum weight labelling method for computing the shortest path in a non-directed network. In a $k$-node network, the algorithm terminates after ( $k-1$ ) iterations. No comparisons with other related algorithms were reported. Rosita et al. (2019) combined the Dijkstra algorithm and multi-criteria decision making (MCDM) to list non-dominated solutions with various parameters such as distance, risk, congestion, and risk. Numerical illustrations prove that the combination of the Dijkstra algorithm and MCDM can yield high-quality results. Ojekudo and Akpan (2017) applied the Dijkstra algorithm to determine transportation routes for the paint industry. The results indicated that the company can reduce travel distance if they implement the solution. Salem et al. (2022) applied the Dijkstra algorithm to schedule flights with a comparison of route findings using simulation environments. Experimental results revealed that simulations can help find the shortest path within a few seconds. Tawanda (2013) developed a non-iterative optimal tree algorithm. The algorithm transforms the network into a tree through arc and node replications, thus determining the shortest branch from the source to the destination node. Numerical illustrations were used to prove the validity and applicability of the algorithm. Maposa et al. (2014) presented a non-iterative algorithm for finding the shortest route. Twelve criteria were used to compare the algorithm to other algorithms such as the Dijkstra algorithm and the dynamic algorithm, among others. Tawanda (2018) computed $k$ possible critical paths in the project network using Tawanda's non-iterative optimal tree algorithm for the shortest path problem. The algorithm was compared with the Critical Path Method (CPM) and the modified Dijkstra's algorithm. Hasan et al. (2007) considered a genetic algorithm for SPP. Henzinger et al. (2014) proposed a subquadratic algorithm for SPP.

Liang et al. (2021) improved the Ant colony optimization (ACO) algorithm to improve tourism route planning. Factors such as weather and comfort degree were considered in the shortest path computations. The results revealed that the route computed improved the tourist experience as well as reducing path length by $20.8 \%$. Zhang et al. (2021) applied an improved multi-objective Ant colony optimization (ACO) algorithm to solve the ship weather routing problem. Factors such as sailing time, fuel consumption, and navigation safety were considered. Simulations were used to prove the effectiveness of the ACO algorithm. Akdas et al. (2021) considered route optimization for solid waste management in Maltepe, Istanbul, using the ACO algorithm. A better path was determined with $13 \%$ efficiency compared to the existing path. Deng et al. (2012) proposed Fuzzy Dijkstra's algorithm to compute the shortest distances in uncertain environments. A numerical illustration was used to demonstrate how the algorithm iterates as it computes the shortest path in an uncertain environment. Fuzzy Dijkstra's algorithm was evaluated on a 23 -node directed network, and the results obtained were the same as those obtained by Agarana et al., (2016). D'Emidio (2020) presented two dynamic algorithms to compute the shortest routes in massive time evolving networks. The algorithms were tested on synthetic and real-world networks and proved to be good algorithms in terms of the solutions computed. Kumar et al. (2022) proposed the use of virtual directions to reduce computational complexity in non-directed networks. Lewis (2020) developed algorithms that determine the shortest routes in graphs with penalties due to vertex transfer. The idea of the algorithms is based on Dijkstra's algorithm. These variants are so useful to model situations like
public transport transfers and junction delays. Nguyen et al. (2022) considered tubular space shortest path problems and developed an algorithm to solve tubular space shortest path problems. Computed solutions were better when compared to Dijkstra's algorithmic solutions in terms of path length, smoothness, accuracy, and algorithm calculation speed.

This paper has been organized into seven sections. The TANYAKUMU labelling method for TSP is presented in Section 2, and the Extended TANYAKUMU labelling method for computing the shortest path problem in directed transportation networks is presented in Section 3. The minimum incoming weight label (MIWL) algorithm for SPP is presented in Section 4. Numerical illustrations are presented in Section 5. In Section 6, comparative analysis is presented, and lastly, concluding remarks and further research suggestions are presented in Section 7.

### 1.1 Motivation

Several applications of the shortest path problem have motivated the development of alternative algorithms for computing the shortest path and its respective distance. These applications call for new methods that can solve the problem in a better way. Many algorithms in the literature are heuristic algorithms that compute near-optimal solutions to the problem (Wayahdi et al., 2021). In this research, we are motivated to develop an exact algorithm for the shortest path problem. The complexity of existing methods has a negative bearing on the teaching side of the algorithms; thus, most algorithms are softwaredependent, and numerical illustrations cannot be used to demonstrate how the algorithms iterate as they compute the required solutions. TSP-based algorithms have never been extended to solve the shortest path problem; hence, in this research, we are motivated to solve the SPP using the TSP-based algorithms, thus integrating TSP and SPP.

## 2. TANYAKUMU Labelling Method

In this paper, we extend the TANYAKUMU labelling method for TSP to solve SPP. This method was proposed in 2022 to solve the TSP. The method makes use of node labels as it computes the optimal tour. The algorithm is simple and straight forward hence, it can be used for teaching purposes. In a network with V nodes, the algorithm requires a $\mathrm{V}-1$ number of iterations to compute all possible optimal tours if there is more than one optimal tour in the travelling salesman network. The algorithm was later modified by Tawanda et al., (2023) to solve a variant of the TSP, namely the Equality generalized travelling salesman problem (E-GTSP). The algorithm given in Algorithm 1 Table 1 gives the notations used in Algorithm 1 and the proposed Algorithm 2.

```
Algorithm 1: Modified TANYAKUMU labelling method to solve E-GTSP.
Initialization: Label all vertices with label \(\boldsymbol{w}_{(1, j)^{2}}\) for all \(\boldsymbol{j} \in \boldsymbol{V}=\boldsymbol{V}_{\mathbf{1}} \cup \boldsymbol{V}_{\mathbf{2}} \ldots \cup \boldsymbol{V}_{\boldsymbol{m}} \cdot \boldsymbol{w}_{(1, j)}^{*}=\boldsymbol{w}_{(1, j)}{ }^{0}\).
Step 1. For all \(\boldsymbol{j} \in \boldsymbol{w}_{(\mathbf{1}, \boldsymbol{j})^{\mathbf{z}}}^{*}\) and \(\boldsymbol{V}_{\boldsymbol{i}}\) where \(\boldsymbol{i}=\mathbf{1}, \mathbf{2}, \mathbf{3}, \ldots, \boldsymbol{m}\)
    Label \(\boldsymbol{V}_{\boldsymbol{i}}\) with label ( \(\infty\) )
    Else label \(\boldsymbol{V}_{\boldsymbol{i}}\) with label \(\boldsymbol{w}_{(1, j)^{\boldsymbol{\gamma + 1}}}\)
    \(\boldsymbol{w}_{(1, j)^{z+1}}=\boldsymbol{w}_{(1, k)^{*}}+\boldsymbol{c}_{(k, j)}\).
Step 2. For all \(\boldsymbol{j} \in \boldsymbol{V}_{\boldsymbol{i}}\) where \(\boldsymbol{i}=\mathbf{1}, \mathbf{2}, \mathbf{3}, \ldots, \boldsymbol{m}\)
    Compute \(\boldsymbol{w}_{(1, j)^{z+1}}^{*}=\operatorname{Min}\left\{\boldsymbol{w}_{(1, j)^{z+1}}\right\}\)
Step 3. If \(\mathbf{z}<\boldsymbol{m}-\mathbf{1}\). Assign \(\boldsymbol{j} \rightarrow \boldsymbol{k}\) and go to step 1
    Else if \(\boldsymbol{z}=\boldsymbol{m}-\mathbf{1}=>\) all \(\boldsymbol{V}_{\boldsymbol{i}}\) are visited exactly once. Go to step 4.
Step 4. Return to \(\boldsymbol{j}=\mathbf{1}\) (Home city) and go to step 2, then STOP.
Tour corresponding to the minimum weight label \(\boldsymbol{w}^{*}{ }_{(1, j)}=\boldsymbol{z}=m\) is the minimum weight tour.
Stop.
```

Table 1. Notations for the TANYAKUMU labelling method.

| Notation | Description |
| :--- | :--- |
| $\boldsymbol{V}$ | Number of vertices or nodes in the network |
| $\boldsymbol{V}_{\boldsymbol{i}}$ | Cluster $i$ |
| $\boldsymbol{L}_{\mathbf{0}}$ | Set of all visited nodes |
| $\boldsymbol{L}_{\mathbf{0}}$ | Home city set |
| $\boldsymbol{w}_{(\boldsymbol{s}, \boldsymbol{j})^{z}}$ | Label for node $j$ showing shortest distance from source node or home $s$ to $j$ through $z$ number of intermediate nodes or <br> iterations and $w$ is the shortest distance |
| $\boldsymbol{w}_{(\boldsymbol{s}, \boldsymbol{k})^{\boldsymbol{z}}}$ | Minimum weight node label for the currently added node $k$ |
| $\infty$ | Restriction node label |
| $\boldsymbol{U} \boldsymbol{B}_{(s, j)}^{*}$ | Previously best upper bound label for node $j$ |

## 3. Extended TANYAKUMU Labelling Method for Solving Shortest Path Problems

Algorithm 2 gives the steps of the proposed method. This method is capable of computing the exact shortest distances and respective shortest paths from the source node to all other nodes in the network. The principle of the algorithm is to determine the shortest paths to any node in the network by comparing the distances found to the known upper bound and updating it as the algorithm iterates.

```
Algorithm 2: The proposed method: Extended TANYAKUMU labelling method for SPP.
Step 1. Initialization
    Label all vertices directly connected to the start node (s) with the node label \(\boldsymbol{w}_{(s, j)^{z}}\)
Set \(\boldsymbol{w}_{(s, j)^{z}}=\boldsymbol{w}_{(s, j)^{z}}^{*}=\boldsymbol{U} B_{(s, j)}^{*}\)
Step 2. For all \(\boldsymbol{w}^{*}{ }_{(s, j)^{z}}\)
Set \(\boldsymbol{j} \rightarrow \boldsymbol{k}\)
If \(\boldsymbol{k}\) is directly connected to \(\boldsymbol{j}\)
Label \(\boldsymbol{j}\) with \(\boldsymbol{w}_{(s, j)^{\boldsymbol{z + 1}}}\)
\(\boldsymbol{w}_{(s, j)^{z+1}}=\boldsymbol{w}_{(s, k)^{\boldsymbol{z}}}+\boldsymbol{c}(\boldsymbol{k}, \boldsymbol{j})\)
Else if \(\boldsymbol{k}\) is not directly connected to \(\boldsymbol{j}\)
Label \(\boldsymbol{j}\) with ( \(\infty\) )
Step 3. Compute \(\boldsymbol{w}_{(s, j)^{\boldsymbol{z + 1}}}=\operatorname{Min}\left\{\boldsymbol{w}_{(s, j)^{z+1}}\right\}\)
If \(\boldsymbol{w}_{(s, j)^{z+1}}^{*} \leq \boldsymbol{U} \boldsymbol{B}_{(s, j)}^{*}\) for some \(\boldsymbol{j}\)
Set \(\boldsymbol{w}_{(s, j)^{z+1}}^{*}=\boldsymbol{U} \boldsymbol{B}_{(s, j)}^{*}\) and,
    Consider corresponding \(\boldsymbol{j}\) and go to Step 2
        Else if \(\boldsymbol{w}_{(s, j)^{\boldsymbol{z + 1}}}^{*}>\boldsymbol{U} \boldsymbol{B}_{(s, j)}^{*}\) for all \(\boldsymbol{j}\)
        Go to step 4.
```

Step 4. Shortest distance to node $\boldsymbol{j}$ is given by $\boldsymbol{U} \boldsymbol{B}_{(s, j)}^{*}$ found during the search. Then,
Stop.

Theorem 1. Algorithm 2 has a worst-case time complexity of $O\left(n^{3}\right)$.
Proof. It is easy to note that at each iteration, the algorithm requires operations that are within the range $0<$ Operations $\leq n^{2}$. The algorithm terminates after a number of iterations that are way less than $n$. It then follows that the worst time complexity of Algorithm 2 is $O\left(n^{3}\right)$.

## 4. The Minimum Incoming Weight Label Algorithm

The minimum incoming weight label (MIWL) algorithm was proposed by Munapo et al. (2008) to compute the shortest paths in directed networks. The algorithm was later modified by Kumar et al. (2013) to determine the shortest paths in undirected networks. Given in Algorithm 3 below are the steps of the MIWL algorithm. The proposed algorithm in this paper is compared with the MIWL algorithms on
problem instances of different complexities. MIWL is used for comparison purposes because the algorithm is simple and computes exact solutions to SPP.

```
Algorithm 3: Minimum Incoming Weight Label (MIWL) Algorithm.
Step 1 . Set \(\boldsymbol{k} \leftarrow \mathbf{2}\), label source ' 0 '
Step 2. Compute the minimum weight \(\boldsymbol{w}_{\boldsymbol{k}}\) for node \(\boldsymbol{k}\)
    \(\boldsymbol{w}_{\boldsymbol{k}}=\operatorname{Min}\left\{\boldsymbol{w}_{\boldsymbol{l 1 , \boldsymbol { k }}}, \boldsymbol{w}_{l 2, \boldsymbol{k}}, \ldots ., \boldsymbol{w}_{\boldsymbol{l k}, \boldsymbol{k}}\right\}\) where \(\boldsymbol{w}_{\boldsymbol{l 1 , k},}, \boldsymbol{w}_{l 2, \boldsymbol{k}}, \ldots . ., \boldsymbol{w}_{\boldsymbol{l k}, \boldsymbol{k}}\) are the weights associated with \(\boldsymbol{l k}\)
incoming links to node \(\boldsymbol{k}\). Using the minimum weight, modify associated with all the incoming activities to and
outgoing activities from node \(\boldsymbol{k}\).
Step 3. If \(\boldsymbol{k}<\boldsymbol{n}-\mathbf{1}\), then set \(\boldsymbol{k} \leftarrow \boldsymbol{k}+\mathbf{1}\) and go to Step 2
Step 4. All nodes have been labelled except for the sink node \(\boldsymbol{n}\). This implies that we can compute the minimum weight \(\boldsymbol{w}_{\boldsymbol{n}}\) for the sink node. Use \(\boldsymbol{w}_{\boldsymbol{n}}\) to modify the weights of incoming links to the sink node by subtracting \(\boldsymbol{w}_{\boldsymbol{n}}\) from their weights. The minimum weight recorded at the sink node is the shortest distance along the shortest path from the source node to the sink node.
Step 5. Backtracking is used to trace all the links in the shortest paths through the nodes with a weight of zero after modifications. The shortest path from the source node to the sink node is unique if and only if each node has only one link with a zero modified weight link entering that node. Else alternative paths exist and can be determined during backtracking.
```


## 5. Numerical Illustrations

To demonstrate how the proposed method computes the shortest paths from the source node to all other nodes in the network, we present two illustrative examples with detailed solution procedures. The numerical illustrations prove that the proposed algorithm can be used for teaching purposes since it is easy to follow.

### 5.1 Example

Consider the following: The 7-node network in Figure 1 was used by Srinivasan (2017) to demonstrate how Dijkstra's algorithm computes the shortest distance from source node 1 to target node 7 .


Figure 1. Seven nodes transportation network.

### 5.2 Solution

Initialization: Connect the source node 1 to all other nodes that are directly connected to it by labelling the neighborhood nodes, thus nodes 2 and 3 by node labels $15_{(1,2)^{0}}$ and $20_{(1,3)^{0}}$ respectively. The upper
bound node labels corresponding to all visited nodes are given by $w^{*}{ }_{(1, j)^{0}}=\left\{15_{(1,2)^{0}}, 20_{(1,3)^{0}}\right\}$ and to all unvisited nodes is ( $\infty$ ). Assign $j \rightarrow k$ and go to the next iteration.

Iteration 1: Consider updating labels $w^{*}{ }_{(1, k)^{0}}$ to find new labels for the nodes, thus $w_{(1, j)^{1}}$ as shown in Table 2 below. The upper bound distances and corresponding paths are given by $w_{(1, j)}{ }^{1}=$ $\left\{25_{(1,2,4)^{1}}, 40_{(1,2,5)^{1}}\right.$, and $\left.40_{(1,3,6)^{1}}\right\}$. Consider all node labels as input for the next iterations that satisfies the condition $w_{(1, j)^{1}}^{*} \leq U B_{(1, j)}^{*}$. Assign $j \rightarrow k$ and go to the next iteration.

Table 2. Modified link distances after iteration 1.

| $w^{*}{ }_{(1, k)^{0}}$ | $j=2$ | $j=3$ | $j=4$ | $j=5$ | $j=6$ | $j=7$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $15_{(1,2)^{0}}$ | $\infty$ | $\infty$ | $25_{(1,2,4)^{1}}$ | $40_{(1,2,5)^{1}}$ | $\infty$ | $\infty$ |
| $20_{(1,3)^{0}}$ | $\infty$ | $\infty$ | $35_{(1,3,4)^{1}}$ | $\infty$ | $40_{(1,3,6)^{1}}$ | $\infty$ |
| $w^{*}{ }_{(1, j)^{1}}$ | $\infty$ | $\infty$ | $25_{(1,2,4)^{1}}$ | $40_{(1,2,5)^{1}}$ | $40_{(1,3,6)^{1}}$ | $\infty$ |

Iteration 2: Consider updating labels $w^{*}{ }_{(1, k)^{1}}$ to find new labels for the nodes, thus $w_{(1, j)^{2}}$ as shown in Table 3 below. The upper bound distances and corresponding paths are given by $w^{*}{ }_{(1, j)^{2}}=$ $\left\{45_{(1,2,4,5)^{2}}, 40_{(1,2,4,6)^{2}}, 50_{(1,2,5,7)^{2}}\right\}$. Consider all node labels as input for the next iterations that satisfy the condition $w_{(1, j)^{1}}^{*} \leq U B_{(1, j)}^{*}$ except the sink node label. Using this condition, the upper bound node labels for nodes 5 and 7 are discarded, and upper bound node label for node 6 is considered as input for the next iteration. Assign $j \rightarrow k$ and go to the next iteration.

Table 3. Modified link distances after iteration 2.

| $w^{*}{ }_{(1, k)^{1}}$ | $j=2$ | $j=3$ | $j=4$ | $j=5$ | $j=6$ | $j=7$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $25_{(1,2,4)^{1}}$ | $\infty$ | $\infty$ | $\infty$ | $45_{(1,2,4,5)^{2}}$ | $40_{(1,2,4,6)^{2}}$ | $55_{(1,2,4,7)^{2}}$ |
| $40_{(1,2,5)^{1}}$ | $\infty$ | $\infty$ | $\infty$ | $\infty$ | $\infty$ | $50_{(1,2,5,7)^{2}}$ |
| $40_{(1,3,6)^{1}}$ | $\infty$ | $\infty$ | $\infty$ | $\infty$ | $\infty$ | $60_{(1,3,6,7)^{2}}$ |
| $w_{(1, j)^{2}}^{*}$ | $\infty$ | $\infty$ | $\infty$ | $45_{(1,2,4,5)^{2}}$ | $40_{(1,2,4,6)^{2}}$ | $50_{(1,2,5,7)^{2}}$ |

Iteration 3: Consider updating labels $w^{*}{ }_{(1, k)^{2}}$ to find new labels for the nodes, thus $w_{(1, j)^{3}}$ as shown in Table 4 below. The upper bound distances and corresponding paths are given by $w^{*}{ }_{(1, j)^{2}}=$ $\left\{60_{(1,2,4,6,7)^{3}}\right\}$. At this iteration we only have one node labels that corresponds to the sink node; this implies that we do not have any node label that can be used as input for the next iteration. As a result, the algorithm terminates, and all shortest paths form the source to other nodes in the network have been computed.

Table 4. Modified link distances after iteration 3.

| $w^{*}{ }_{(1, k)^{2}}$ | $j=2$ | $j=3$ | $j=4$ | $j=5$ | $j=6$ | $j=7$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $40_{(1,2,4,6)^{2}}$ | $\infty$ | $\infty$ | $\infty$ | $\infty$ | $\infty$ | $60_{(1,2,4,6,7)^{3}}$ |
| $w^{*}(1, j)^{3}$ | $\infty$ | $\infty$ | $\infty$ | $\infty$ | $\infty$ | $60_{(1,2,4,6,7)^{3}}$ |

The best upper bound node labels to nodes $2,3,4,5,6$ and 7 give the shortest path, and the respective shortest distance. The best upper bound node label for node 2 and 3 are given by $15_{(1,2)^{0}}$ and $20_{(1,3)^{0}}$, and was computed in the initialization step. The best upper bound for node 4 is given by $2_{(1,2,4)^{1}}$, and was found in iteration 1. The best upper bound node label for node 5 is given by $40_{(1,2,5)^{1}}$, and was found
on iteration 1. The best upper bound node labels for node 6 are given by $40_{(1,3,6)^{1}}$ and $40_{(1,2,4,6)^{2}}$, computed on iterations 1 and 2, respectively. Lastly the best upper bound node label for node 7 is given by $50_{(1,2,5,7)^{2}}$, computed on iteration 2 . Table 5 below shows all shortest paths from node 1 to all other nodes in the network.

Table 5. Computed single source shortest paths.

| Start node | Target node | Shortest path | Path length |
| :---: | :---: | :---: | :---: |
| 1 | 2 | $(1) \rightarrow(2)$ | 15 |
| 1 | 3 | $(1) \rightarrow(3)$ | 20 |
| 1 | 4 | $(1) \rightarrow(2) \rightarrow(4)$ | 25 |
| 1 | 5 | $(1) \rightarrow(2) \rightarrow(5)$ | 40 |
| 1 | 6 | $(1) \rightarrow(3) \rightarrow(6)$ or $(1) \rightarrow(2) \rightarrow(4) \rightarrow(6)$ | 40 |
| 1 | 7 | $(1) \rightarrow(2) \rightarrow(5) \rightarrow(7)$ | 50 |

This solution is optimal and is the same as the one obtained by Srinivasan, (2017). The only difference is that the algorithm used fewer iterations to compute all the shortest paths in the network.

### 5.3 Example 2

An eight-node network in Ojekudo and Akpan, (2017) is considered. Nodes 1 and 8 are the source and destination nodes, respectively. All other nodes in the network are intermediate nodes. Figure 2 below shows the eight-node network.


Figure 2. Eight nodes transportation network.

### 5.4 Solution

Initialization step: Connect the source node 1 to all other nodes that are directly connected to it by labelling the neighborhood nodes, thus nodes 2 and 3 by node labels $6.2_{(1,2)^{0}}$ and $3.6_{(1,3)^{0}}$ respectively. The upper bound node labels corresponding to all visited nodes are given by ${w^{*}}_{(1, j)^{0}}=$ $\left\{6.2_{(1,2)^{0}}, 3 \cdot 6_{(1,3)^{0}}\right\}$ and to all unvisited nodes is ( $\infty$ ). Assign $j \rightarrow k$ and go to the next iteration.

Iteration 1: Consider updating labels $w^{*}{ }_{(1, k)^{0}}$ to find new labels for the nodes, thus $w_{(1, j)^{1}}$ as shown in Table 6 below. The upper bound distances and corresponding paths are given by $w^{*}{ }_{(1, j)}{ }^{1}=$ $\left\{10.7_{(1,2,3)^{1}}, 14.6_{(1,3,4)^{1}}\right.$, and $\left.13_{(1,3,5)^{1}}\right\}$. Consider all node labels as input for the next iterations that satisfies the condition $w^{*}{ }_{(1, j)^{1}} \leq U B_{(1, j)}^{*}$. Using this condition, the upper bound node label for node 3 on this iteration is discarded, and upper bound node labels for nodes 4 and 5 is considered as input for the next iteration. Assign $j \rightarrow k$ and go to the next iteration.

Table 6. Modified link distances after iteration 1.

| $w^{*}{ }_{(1, k)^{0}}$ | $j=2$ | $j=3$ | $j=4$ | $j=5$ | $j=6$ | $j=7$ | $j=8$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $6.2_{(1,2)^{0}}$ | $\infty$ | $10.7_{(1,2,3)^{1}}$ | $\infty$ | $17.8_{(1,2,5)^{1}}$ | $\infty$ | $\infty$ | $\infty$ |
| $3.6_{(1,3)^{0}}$ | $\infty$ | $\infty$ | $14.6_{(1,3,4)^{1}}$ | $13.9_{(1,3,5)^{1}}$ | $\infty$ | $\infty$ | $\infty$ |
| $w^{*}(1, j)^{1}$ | $\infty$ | $10.7_{(1,2,3)^{1}}$ | $14.6_{(1,3,4)^{1}}$ | $13.9_{(1,3,5)^{1}}$ | $\infty$ | $\infty$ | $\infty$ |

Iteration 2: Consider updating labels $w^{*}(1, k)^{1}$ to find new labels for the nodes, thus $w_{(1, j)^{2}}$ as shown in Table 7 below. The upper bound distances and corresponding paths are given by $w^{*}{ }_{(1, j)}{ }^{2}=$ $\left\{16_{(1,3,5,6)^{2}}, 27_{(1,3,4,7)^{2}}\right.$, and $\left.21_{(1,3,5,8)^{2}}\right\}$. Consider all node labels as input for the next iterations that satisfies the condition $w^{*}{ }_{(1, j)^{2}} \leq U B_{(1, j)}^{*}$ except the destination node. Using this condition, the upper bound node label for node 8 on this iteration is discarded, and upper bound node labels for nodes 6 and 7 is considered as input for the next iteration. Assign $j \rightarrow k$ and go to the next iteration.

Table 7. Modified link distances after iteration 2.

| $w^{*}{ }_{(1, k)^{1}}$ | $j=2$ | $j=3$ | $j=4$ | $j=5$ | $j=6$ | $j=7$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $14.6_{(1,3,4)^{1}}$ | $\infty$ | $\infty$ | $\infty$ | $\infty$ | $18.4_{(1,3,4,6)^{2}}$ | $27.9{ }_{(1,3,4,7)^{2}}$ |
| $13.9_{(1,3,5)^{1}}$ | $\infty$ | $\infty$ | $\infty$ | $\infty$ | $16.5_{(1,3,5,6)^{2}}$ | $\infty^{2}$ |
| $w_{(1, j)^{2}}^{*}$ | $\infty$ |  | $\infty$ | 16 | $21.1_{(1,3,5,8)^{2}}$ |  |

Iteration 3: Consider updating labels $w^{*}{ }_{(1, k)^{2}}$ to find new labels for the nodes, thus $w_{(1, j)^{3}}$ as shown in Table 8 below. The upper bound distances and corresponding paths are given by $w^{*}{ }_{(1, j)^{2}}=$ $\left\{18 \cdot 5_{(1,3,5,6,7)^{3}}\right.$ and $\left.21 \cdot 3_{(1,3,5,6,8)^{3}}\right\}$. Consider all node labels as input for the next iterations that satisfies the condition $w^{*}{ }_{(1, j)^{3}} \leq U B_{(1, j)}^{*}$ except the destination node. Using this condition, the upper bound node label for node 8 on this iteration is discarded and upper bound node label for node 7 is considered as input for the next iteration. Assign $j \rightarrow k$ and go to the next iteration.

Table 8. Modified link distances after iteration 3.

| $w^{*}{ }_{(1, k)^{1}}$ | $j=2$ | $j=3$ | $j=4$ | $j=5$ | $j=6$ | $j=7$ | $j=8$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $16.5_{(1,3,5,6)^{2}}$ | $\infty$ | $\infty$ | $\infty$ | $\infty$ | $\infty$ | $18.5_{(1,3,5,6,7)^{3}}$ | $21.3_{(1,3,5,6,8)^{3}}$ |
| $27.9_{(1,3,4,7)^{2}}$ | $\infty$ | $\infty$ | $\infty$ | $\infty$ | $\infty$ | $\infty$ | $35.1_{(1,3,4,7,8)^{3}}$ |
| $w^{*}(1, j)^{3}$ | $\infty$ | $\infty$ | $\infty$ | $\infty$ | $\infty$ | $18.5_{(1,3,5,6,7)^{3}}$ | $21.3_{(1,3,5,6,8)^{3}}$ |

Iteration 4: Consider updating labels $w^{*}{ }_{(1, k)^{3}}$ to find new labels for the nodes, thus $w_{(1, j)^{4}}$ as shown in Table 9 below. The upper bound distance and corresponding path is given by $w^{*}{ }_{(1, j)^{4}}=$ $\left\{25.7_{(1,3,5,6,7,8)^{4}}\right\}$. At this iteration we only have one node label that corresponds to the sink node 8 , this implies that we do not have any node label that can be used as input for the next iteration. As a result, the algorithm terminates and all shortest paths form the source to other nodes in the network have been computed.

Table 9. Modified link distances after iteration 4.

| $w^{*}{ }_{(1, k)^{1}}$ | $j=2$ | $j=3$ | $j=4$ | $j=5$ | $j=6$ | $j=7$ | $j=8$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $18.5_{(1,3,5,6,7)^{3}}$ | $\infty$ | $\infty$ | $\infty$ | $\infty$ | $\infty$ | $\infty$ | $25.7_{(1,3,5,6,7,8)^{4}}$ |
| $w^{*}(1, j)^{4}$ | $\infty$ | $\infty$ | $\infty$ | $\infty$ | $\infty$ | $\infty$ | $25.7_{(1,3,5,6,7,8)^{4}}$ |

The best upper bound node labels for nodes $2,3,4,5,6,7$ and 8 give the shortest path, and the respective shortest distance. The best upper bound node label for node 2 and 3 are given by $6.2_{(1,2)^{0}}$ and $6.3_{(1,3)}{ }^{0}$, and were computed in the initialization step. The best upper bound node label for node 4 is given by $14.6_{(1,2,4)^{1}}$, and was computed on iteration 1 . The best upper bound node label for node 5 is given by $13.9_{(1,3,5)^{1}}$, and was computed on iteration 1 . The best upper bound node label for node 6 is given by $16.5_{(1,3,5,6)^{2}}$, computed on iteration 2. The best upper bound node label for node 7 is given by $18.5_{(1,3,5,6,7)^{3}}$ computed on iteration 3. Lastly, the best upper bound node label for node 8 is given by $21.1_{(1,3,5,8)^{2}}$ computed on iteration 2 . Table 10 below shows all shortest paths from node 1 to all other nodes in the network.

Table 10. Computed single source shortest paths.

| Start node | Target node | Shortest path | Path length |
| :---: | :---: | :---: | :---: |
| 1 | 2 | $(1) \rightarrow(2)$ | 6.2 |
| 1 | 3 | $(1) \rightarrow(3)$ | 6.3 |
| 1 | 4 | $(1) \rightarrow(2) \rightarrow(4)$ | 14.6 |
| 1 | 5 | $(1) \rightarrow(3) \rightarrow(5)$ | 13.9 |
| 1 | 6 | $(1) \rightarrow(3) \rightarrow(5) \rightarrow(6)$ | 16.5 |
| 1 | 7 | $(1) \rightarrow(3) \rightarrow(5) \rightarrow(6) \rightarrow(7)$ | 18.5 |
| 1 | 8 | $(1) \rightarrow(3) \rightarrow(5) \rightarrow(8)$ | 21.1 |

The computed shortest paths are optimal and are the same as the ones in Ojekudo and Akpan (2017). The proposed algorithm used fewer iterations to determine all the shortest paths in the network.

## 6. Comparative Analysis

In order to demonstrate the robust performance of the Extended TANYAKUMU labelling method, comparative analysis is considered in this section. The proposed method was applied to four increasingly complex problems. The results obtained manually are compared with the results obtained by MIWL algorithm. This was done to prove the efficiency and validity of the method. We considered $11 \times 11$ transportation network in Di Caprio et al. (2022), $21 \times 21$ transportation network in Agarana et al. (2016), $23 \times 23$ transportation network in Akram et al. (2021) and $26 \times 26$ random network in Figure 5. Comparative analysis focused on the shortest path computed, and the respective shortest distance obtained. We managed to do comparisons up to 26 nodes network due to the fact that all computations are computed manually. The networks for comparative analysis are given in Figures 3-6 below.

Network 1: Consider a transportation network in Figure 3 below with 11 nodes and 25 links. Node (1) is the starting point and node (11) is the target node. Link weights are given in Table 11.


Figure 3. Eleven nodes transportation network.

Table 11. Link costs for network 1 in Figure 3.

| Link | Cost | Link | Cost | Link | Cost | Link | Cost | Link | Cost |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $(1,2)$ | 800 | $(1,3)$ | 35 | $(1,6)$ | 650 | $(1,9)$ | 290 | $(1,10)$ | 420 |
| $(2,3)$ | 180 | $(2,5)$ | 495 | $(2,9)$ | 90 | $(3,4)$ | 650 | $(3,5)$ | 730 |
| $(3,8)$ | 42 | $(4,5)$ | 190 | $(4,6)$ | 310 | $(4,11)$ | 71 | $(5,6)$ | 610 |
| $(6,11)$ | 23 | $(7,6)$ | 390 | $(7,11)$ | 45 | $(8,4)$ | 710 | $(8,7)$ | 230 |
| $(9,7)$ | 120 | $(9,8)$ | 13 | $(9,10)$ | 23 | $(10,7)$ | 330 | $(10,11)$ | 125 |

Network 2: Consider a transportation network in Figure 4 below with 21 nodes and 40 links. Node (A) is the starting point and node $(\mathrm{U})$ is the target node. Link weights are given in Table 12.

Table 12. Link costs for network in Figure 4.

| Link | Cost | Link | Cost | Link | Cost | Link | Cost | Link | Cost |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $(\mathrm{A}, \mathrm{B})$ | 270 | $(\mathrm{~A}, \mathrm{C})$ | 250 | $(\mathrm{~A}, \mathrm{D})$ | 2000 | $(\mathrm{~B}, \mathrm{I})$ | 1800 | $(\mathrm{C}, \mathrm{B})$ | 1800 |
| $(\mathrm{C}, \mathrm{H})$ | 290 | $(\mathrm{C}, \mathrm{I})$ | 2000 | $(\mathrm{D}, \mathrm{C})$ | 750 | $(\mathrm{D}, \mathrm{E})$ | 2700 | $(\mathrm{E}, \mathrm{C})$ | 450 |
| $(\mathrm{E}, \mathrm{F})$ | 1200 | $(\mathrm{~F}, \mathrm{G})$ | 7000 | $(\mathrm{~F}, \mathrm{~L})$ | 500 | $(\mathrm{G}, \mathrm{H})$ | 1300 | $(\mathrm{H}, \mathrm{I})$ | 2500 |
| $(\mathrm{H}, \mathrm{J})$ | 2500 | $(\mathrm{I}, \mathrm{J})$ | 2000 | $(\mathrm{~J}, \mathrm{O})$ | 270 | $(\mathrm{~K}, \mathrm{H})$ | 500 | $(\mathrm{~K}, \mathrm{~J})$ | 2200 |
| $(\mathrm{~K}, \mathrm{M})$ | 900 | $(\mathrm{~L}, \mathrm{G})$ | 350 | $(\mathrm{~L}, \mathrm{~K})$ | 10000 | $(\mathrm{~L}, \mathrm{M})$ | 1500 | $(\mathrm{~L}, \mathrm{Q})$ | 400 |
| $(\mathrm{M}, \mathrm{N})$ | 300 | $(\mathrm{M}, \mathrm{P})$ | 450 | $(\mathrm{~N}, \mathrm{~J})$ | 2000 | $(\mathrm{~N}, \mathrm{O})$ | 3200 | $(\mathrm{O}, \mathrm{T})$ | 3200 |
| $(\mathrm{P}, \mathrm{O})$ | 2600 | $(\mathrm{P}, \mathrm{S})$ | 180 | $(\mathrm{Q}, \mathrm{M})$ | 550 | $(\mathrm{Q}, \mathrm{P})$ | 1000 | $(\mathrm{Q}, \mathrm{R})$ | 700 |
| $(\mathrm{R}, \mathrm{S})$ | 400 | $(\mathrm{R}, \mathrm{U})$ | 550 | $(\mathrm{~S}, \mathrm{~T})$ | 480 | $(\mathrm{~S}, \mathrm{U})$ | 500 | $(\mathrm{U}, \mathrm{T})$ | 270 |



Figure 4. Twenty-one nodes transportation network.
Network 3: Consider a transportation network in Figure 5 below with 23 nodes and 40 links. Node (1) is the starting point and node (23) is the target node. Link costs are given in Table 13.

Table 13. Link costs for network in figure 5.

| Link | Cost | Link | Cost | Link | Cost | Link | Cost | Link | Cost |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $(1,2)$ | 12 | $(1,3)$ | 9 | $(1,4)$ | 8 | $(1,5)$ | 7 | $(2,6)$ | 5 |
| $(2,7)$ | 6 | $(3,8)$ | 10 | $(4,7)$ | 17 | $(4,11)$ | 6 | $(5,8)$ | 6 |
| $(5,11)$ | 7 | $(5,12)$ | 10 | $(6,9)$ | 6 | $(6,10)$ | 10 | $(7,10)$ | 9 |
| $(7,11)$ | 6 | $(8,12)$ | 5 | $(8,13)$ | 3 | $(9,16)$ | 6 | $(10,16)$ | 12 |
| $(10,17)$ | 15 | $(11,14)$ | 8 | $(11,17)$ | 6 | $(12,14)$ | 13 | $(12,15)$ | 12 |
| $(13,15)$ | 10 | $(13,19)$ | 17 | $(14,21)$ | 11 | $(15,18)$ | 8 | $(15,19)$ | 5 |
| $(16,20)$ | 9 | $(17,20)$ | 7 | $(17,21)$ | 6 | $(18,21)$ | 15 | $(18,22)$ | 3 |
| $(18,23)$ | 5 | $(19,22)$ | 15 | $(20,23)$ | 13 | $(21,23)$ | 12 | $(22,23)$ | 4 |



Figure 5. Twenty-three nodes transportation network.

Network 4: Consider a transportation network in Figure 6 below with 26 nodes and 49 links. Node (A) is the starting point and node $(\mathbb{Z})$ is the target node. Link costs are given in Table 14.

Table 14. Link costs for network in Figure 6.

| Link | Cost | Link | Cost | Link | Cost | Link | Cost | Link | Cost |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| (A, B) | 1 | (A, G) | 8 | (B, C) | 2 | (B, H) | 4 | (C, D) | 3 |
| (C, H) | 1 | (D, E) | 8 | (D, J) | 5 | (D, I) | 3 | (E, F) | 1 |
| (E, K) | 9 | (F, K) | 2 | (G, H) | 2 | (G, L) | 2 | (H, L) | 2 |
| (H,M) | 5 | (I, H) | 4 | (I, M) | 2 | (J, I) | 5 | (J, M) | 1 |
| (J, O) | 3 | (K, J) | 3 | (K, P) | 10 | (L, Q) | 6 | (L, R) | 8 |
| (M, L) | 2 | (M, R) | 2 | (M, S) | 6 | (N, M) | 4 | (N, T) | 3 |
| (O, N) | 11 | (O, P) | 5 | (O, U) | 6 | (P, V) | 13 | (Q, R) | 1 |
| (Q, W) | 8 | (R, S) | 2 | (R, W) | 15 | (S, T) | 5 | (S, Y) | 2 |
| (T, O) | 1 | (U, Y) | 1 | (U, Z) | 3 | (V, U) | 1 | (V, Z) | 1 |
| (W, X) | 7 | (X, S) | 1 | (X, Y) | 2 | (Y, Z) | 10 |  |  |



Figure 6. Twenty-six nodes transportation network.
A summary of all computational results is provided in Table 15.
Table 15. Comparative results.

| Problem Source | Problem Size | Solution Methods | Shortest path | Shortest Distance | Number of Iterations |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\begin{aligned} & \text { Di Caprio et al., } \\ & (2022) \end{aligned}$ | $11 \times 11$ | MIWL Algorithm Proposed Method | $\begin{aligned} & (1) \rightarrow(3) \rightarrow(8) \rightarrow(7) \rightarrow(11) \\ & (1) \rightarrow(3) \rightarrow(8) \rightarrow(7) \rightarrow(11) \end{aligned}$ | $\begin{aligned} & 352 \\ & 352 \\ & \hline \end{aligned}$ | $\begin{array}{r} 10 \\ 05 \\ \hline \end{array}$ |
| $\begin{gathered} \text { Agarana et al., } \\ (2016) \end{gathered}$ | $21 \times 21$ | MIWL Algorithm Proposed Method | $\begin{aligned} & (\mathrm{A}) \rightarrow(\mathrm{D}) \rightarrow(\mathrm{E}) \rightarrow(\mathrm{F}) \rightarrow(\mathrm{L}) \rightarrow(\mathrm{Q}) \rightarrow(\mathrm{R}) \rightarrow(\mathrm{U}) \\ & (\mathrm{A}) \rightarrow(\mathrm{D}) \rightarrow(\mathrm{E}) \rightarrow(\mathrm{F}) \rightarrow(\mathrm{L}) \rightarrow(\mathrm{Q}) \rightarrow(\mathrm{R}) \rightarrow(\mathrm{U}) \end{aligned}$ | $\begin{aligned} & 8050 \\ & 8050 \\ & \hline \end{aligned}$ | $\begin{aligned} & 20 \\ & 08 \end{aligned}$ |
| $\begin{aligned} & \text { Akram et al., } \\ & (2021) \end{aligned}$ | $23 \times 23$ | MIWL Algorithm <br> Proposed Method | $\begin{aligned} & (1) \rightarrow(5) \rightarrow(11) \rightarrow(17) \rightarrow(21) \rightarrow(23) \\ & (1) \rightarrow(4) \rightarrow(11) \rightarrow(17) \rightarrow(21) \rightarrow(23) \\ & (1) \rightarrow(5) \rightarrow(11) \rightarrow(17) \rightarrow(21) \rightarrow(23) \\ & (1) \rightarrow(4) \rightarrow(11) \rightarrow(17) \rightarrow(21) \rightarrow(23) \end{aligned}$ | $\begin{aligned} & 38 \\ & 38 \\ & 38 \\ & 38 \end{aligned}$ | 22 06 |
| Random graph | $26 \times 26$ | MIWL Algorithm Proposed Method | $(\mathrm{A}) \rightarrow(\mathrm{B}) \rightarrow(\mathrm{C}) \rightarrow(\mathrm{D}) \rightarrow(\mathrm{J}) \rightarrow(\mathrm{O}) \rightarrow(\mathrm{U}) \rightarrow(\mathrm{Z})$ <br> $(\mathrm{A}) \rightarrow(\mathrm{B}) \rightarrow(\mathrm{C}) \rightarrow(\mathrm{D}) \rightarrow(\mathrm{J}) \rightarrow(\mathrm{O}) \rightarrow(\mathrm{U}) \rightarrow(\mathrm{Z})$ | $\begin{aligned} & 23 \\ & 23 \\ & \hline \end{aligned}$ | $\begin{aligned} & 25 \\ & 08 \end{aligned}$ |

In all the problems considered for comparative analysis, it should be noted that the proposed algorithm has computed the same solutions as MIWL algorithm. The number of iterations required by the MIWL algorithm are dependent on the number of nodes, whereas the number of iterations for the Extended TANYAKUMU labelling method depends on the number of links in the shortest path. Thus, the exact number of iterations cannot be pre-determined but a general upper bound using the number of nodes in the network can be used.

## 7. Conclusion and Further Research

In this paper, the authors have extended the TANYAKUMU labelling method to determine the shortest path in transportation networks. In other words, a new algorithm has been developed for solving SPP, that is simple, easy to apply and can be used for teaching purpose. In this research, we have demonstrated that TSP based algorithm can be extended to solve SPP. The algorithm computes shortest paths from the source node to all other nodes in directed network. The algorithm is applicable only on directed transportation networks. We carried out comparative analysis using the problems of different sizes and complexity to proof the validity of the proposed method. Extended TANYAKUMU labelling method was used to compute optimal shortest paths manually in directed networks with up to 26 nodes, thus, this simple approach can be used to solve large problems. The computed shortest paths were compared with shortest paths computed using MIWL algorithm. The comparative analysis revealed that the Extended TANYAKUMU labelling method and the MIWL algorithm computed the same optimal solutions in all transportation networks considered in this study. Future development of this study should focus on the development of a software or a code for the proposed method to perform computational comparisons on lager network. Future studies will also consider introducing fuzzy theory to the Extended TANYAKUMU labelling method for shortest paths problem. Lastly, we will consider extending the shortest path algorithm to compute critical paths in project networks (Tawanda, 2018; Munapo et al., 2008).
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