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Abstract 

Recent years have seen the wine business flourish and become essential to the global economy. Due to rising demand for high-end 

wines, methods to consistently measure wine quality are needed. In this discipline, machine learning decision-making shows 

potential. High-dimensional data from several sources may impede processing and classification model performance. Feature 

selection increases learning and reduces computational costs by picking subsets of features and deleting irrelevant ones. This hybrid 

architecture uses machine learning to predict wine quality, including a feature selection method to find the most important 

information. Wrapper-based genetic algorithm (WGA) iteratively removes least significant features and trains a model with the 

remaining features until the needed number is obtained. We tested the proposed structure on two datasets consisting of 1,599 red 

wine samples and 4,898 white wine samples, each rated on a scale of 1–10. Additionally, the proposed technique is compared to 

other cutting-edge machine learning models in the same field. All categorization techniques predicted wine quality well, but WGA-

XGB performed best. The study shows how feature selection improves wine quality prediction in different machine learning 

algorithms. The recommended strategy can be extended to different wine datasets or improved using advanced feature selection or 

machine learning models to improve forecast performance. Overall, the methodology is designed to be clear, relevant, and 

reproducible for assessing wine quality in real-world settings. 

 

Keywords- Wine quality, Feature selection, Machine learning, Classification, Prediction. 

 

 

 

1. Introduction 
The act of consuming wine is a commonly observed phenomenon on a global scale, and its cultural 

significance is widely acknowledged. In the present competitive market, the quality of wine is of paramount 

importance to both producers and consumers, as it serves as a means to augment revenue (Bhardwaj et al., 

2022). Historically, the evaluation of wine excellence has been carried out via assessments conducted after 

the production process. This approach necessitates a substantial commitment of both temporal and 

monetary resources to attain the desired level of quality. If the quality is deemed inadequate, it may be 

necessary to commence a new set of procedures, resulting in considerable expenses (Chiu et al., 2021). 

Evaluating the calibre of a product through an individual’s taste can pose a formidable challenge, given that 
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taste-related viewpoints are subjective and can exhibit significant variability across individuals. The 

utilization of varied testing instruments during the developmental phases has become a prevalent practice 

among manufacturers, attributable to the progressions in technology. Individuals can optimize their time 

and financial resources by effectively improving their comprehension of wine quality (da Costa et al., 

2021). In addition, this enabled the acquisition of extensive data covering various parameters such as the 

number of different chemicals and the temperature utilized in the manufacturing process, along with the 

resulting quality of the wine. 

 

The recent advancements in Industry 4.0 have brought forth a plethora of pioneering technologies. Machine 

learning is a subfield of artificial intelligence that offers advanced technological solutions for addressing 

problems across various application domains. The wine quality prediction is a crucial domain that can 

harness the capabilities of predictive analytics technologies to a significant extent. Various classification 

techniques based on machine learning are employed to categorize data into distinct groups, utilizing the 

available features (Dahal et al., 2021). Despite the potential advantages of small datasets, they also present 

unique challenges to model design, including the risk of overfitting, which can impede the model’s ability 

to generalize effectively. Similarly, the inclusion of a multitude of features in the dataset can result in the 

aforementioned issue. The inclusion of extraneous and disruptive attributes within a given dataset can 

significantly affect the efficacy of a model and elevate levels of classification ambiguity. Hence, the 

selection of an optimal feature set holds equal significance to the identification of an optimal classification 

model. The utilization of an optimal set of features has the potential to enhance classification accuracy and 

expedite processing by mitigating overhead and processing time (Al‐Shammary et al., 2022). In order to 

develop an optimal classification approach, it is necessary to employ a range of configuration settings, with 

the customization of hyperparameters being a crucial factor. The search space for feature combinations is 

potentially unbounded, and exhaustive exploration of the entire tree is a computationally expensive and 

resource-intensive task (Krishnaveni et al., 2022). Thus, the manual adjustment of a classification model is 

a highly challenging endeavour that necessitates a thorough comprehension of the model. Consequently, 

the task of automatically optimising hyperparameters is highly laborious. Diverse methodologies have been 

documented in the academic literature, each presenting distinct benefits and drawbacks. 

 

In this article, we have designed a predictive model to predict the quality of wine. The proposed WGA-

XGB classification model is trained on the Red and White wine dataset to calculate various performance 

metrices. For improving the classification accuracy, WGA is used which selects the optimal and non-

redundant features from the wine dataset. The WGA selects 7 non-redundant features out of 13 features 

available in original dataset, which are used to train the proposed classification model and other machine 

learning models such as decision tree, support vector machine and KNN. 

 

The major contributions of our proposed method are summarized as follows: 

• We present a comprehensive study on wine quality prediction, emphasizing the role of data-driven 

methods in improving classification accuracy. 

• We implement a wrapper-based Genetic Algorithm for feature selection, effectively reducing dataset 

complexity while retaining essential attributes-an approach less explored in prior wine quality studies. 

• We benchmark the performance of several machine learning classifiers and demonstrate that XGBoost 

achieves superior accuracy and robustness on the selected features. 

• We discuss the practical applicability of wine quality prediction models in the wine industry for 

enhancing quality control and minimizing production costs. 

 

The remaining sections of this work are structured as follows. In Section 2, we review previous efforts to 

predict wine quality using machine learning methods. Section 3 describes the dataset used in this study and 
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the data preprocessing steps. In Section 4, we detail the feature selection algorithms that is implemented in 

this research. The machine learning algorithms utilized for predicting wine quality are discussed in Section 

5. The findings and analysis from the experiments are presented in Section 6. The study concludes with 

Section 7 where potential paths of research are discussed. 

 

2. Literature Review 
The history of wine is very old. It is consumed since ancient times. In present scenario, due to change in 

lifestyle, it is very necessary to look after the quality of the product before consuming due to health concern. 

This criterion applies on wine also. Since the consumption of wine is high at now a day, it is not feasible to 

take advice from experts because it is costly, takes time, and suggested results may also not be as per 

consumer’s taste. So, to overcome these problems, machine learning approach is used. It is an emerging 

technology which is used now a days in solving various real-life problems. It is also very trusted approach 

because it showed higher accuracy, less computing time and many more in various type of problems. Hence, 

it may also be used for predicting wine quality by selecting important features. 

 

This section consists literature of some of the existing methods which were used for predicting red and 

white wine quality. Mahima et al. (2020) suggested a technique to predict the wine quality. Here they 

categorized the quality into good, average, and bad by employing machine learning models which were 

Random Forest and k-NN. To obtain the high accuracy in prediction they used k-NN along with RF. To 

predict the wine quality, Dahal et al. (2021) suggested an approach which employed several machine 

learning models which were Artificial Neural Network (ANN), Gradient Boosting Regressor (GBR), Ridge 

Regression (RR), and Support Vector Machine (SVM). The quantitative analysis showed that Gradient 

Boosting Regressor outperformed all the methods. Chiu et al. (2021) implemented an approach where they 

utilized the concept of Genetic Algorithm for predicting wine quality. With the implemented system, a 

hybrid collection of classifiers and associated hyperparameters may be found automatically to optimise the 

prediction result. da Costa et al. (2021) suggested a method where they first used feature selection and then 

classification. For feature selection they used Random Forest Importance, Correlation-based Feature 

selection and for classification Support Vector Machine ML model was utilized. Bhardwaj et al. (2022) 

predicted the quality of wine using Machine Learning approach. Here they used SMOTE technique to 

generate the samples, feature selection technique was applied on that generated samples and then several 

machine learning algorithms were employed on those features. Out of all, AdaBoost classifiers 

outperformed all techniques. Mohana et al. (2023) suggested an ensemble approach which consists Support 

Vector Machine, Random Forest, XGBoost, and Gradient Boosting models for predicting quality of red 

wine. Jana et al. (2023) implemented an approach which used neural network approach and support vector 

methods to predict wine quality. Out of which Quadratic SVM showed highest accuracy with lowest 

training time. Gupta (2018) proposed a two-way approach where they first selected important features using 

linear regression approach and after selecting features, they used neural networks and SVM for predicting 

the quality of red and white wine. Kumar et al. (2020) implemented a Machine Learning approach in which 

they applied SVM, Naive Bayes and Random Forest methods for predicting the quality of red wine, out of 

which SVM showed the best accuracy. 

 

Chhikara et al. (2023) implemented a number of classifiers on the red wine data, including KNN, Random 

Forest, Decision Tree, Support Vector Machine, and Logistic Regression. The Random Forests Algorithm 

outperforms other classifiers in classification tasks and accurately predicted wine quality. John et al. (2024) 

examined the elements that affected red wine quality and how they led to favourable outcomes. They sought 

to identify the key characteristics that influence the quality of red wine by classifying and evaluating it 

using machine learning techniques like SVM and KNN. In order to optimize the parameters, grid search 

methods were also utilized. The KNN model achieved lower accuracy in the red wine datasets, in 
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comparison to SVM model.  

 

The motivation to use machine learning and feature selection for wine prediction is to improve the accuracy 

and efficiency of predicting various characteristics of wines. Predicting the quality of a wine is difficult 

because of many variables involved that affect the quality and taste of wine, such as grape variety, vintage 

year, weather conditions, and fermentation processes. Machine learning algorithms can learn patterns and 

relationships in large datasets of wine samples, and use this knowledge to make predictions about various 

aspects of wine, such as its quality, aroma, and taste. By selecting the most relevant features or variables 

that contribute to wine quality, feature selection techniques can help to improve the accuracy and efficiency 

of wine prediction models. The use of machine learning and feature selection for wine prediction can also 

have practical applications for the wine industry, such as optimizing wine production processes, improving 

the consistency and quality of wine products, and assisting with wine selection and recommendation for 

consumers. 

 

3. Feature Selection Algorithms 
In machine learning, feature selection plays a vital role as it can significantly improve the accuracy of the 

resulting models while reducing the computational complexity. The process entails picking out the most 

important characteristics from the whole set of features, which is often high-dimensional, noisy, and 

redundant. The features chosen should be able to reveal the data’s hidden structure and relationships, and 

eliminate irrelevant or redundant information (Cai et al., 2018; Gupta et al., 2022).  

 

There are various feature selection algorithms, and each has its strengths and weaknesses (Xue et al., 2016). 

Filter approaches, wrapper approaches, and embedding approaches are the three most popular 

classifications for these techniques. Filter technique evaluates each feature’s importance and chooses the 

features with the highest scores. Wrapper methods evaluate subsets of features by training and testing a 

machine learning model on them, and select the subset that achieves the best performance. Selecting the 

appropriate features during optimisation, embedded approaches include feature selection into the model 

training process.  

 

The choice of the feature selection algorithm depends on various factors, such as the size and nature of the 

dataset, the machine learning task, and the computational resources available. In this paper, we are using 

wrapper based genetic algorithm for feature selection which is described in the subsequent section. 

 

3.1 Wrapper-based Feature Selection 
Wrapper-based feature selection (WFS) uses a machine learning algorithm to evaluate subsets of features. 

It generates a set of candidates feature subsets and trains a model on each subset. These steps are repeated 

until some stopping criteria is reached or the required performance is achieved. The best feature subset is 

then selected based on the learning performance of the model (Al-Yaseen et al., 2022). The working of the 

wrapper-based feature selection is shown in Figure 1. WFS is computationally expensive but can 

potentially find the best feature subset for a given machine learning algorithm. 
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Figure 1. Wrapper approach for feature selection. 

 

 

3.2 Wrapper based Genetic Algorithm for Feature Selection 
The genetic algorithm (Al‐Shammary et al., 2022) initiates by stochastically generating a population of 

prospective solutions (Zhou & Hua, 2022). The representation of chromosomal genes in the wine dataset 

varies depending on their nature and features, and may be in the form of a bit, a character, or a number 

(Huang et al., 2007). Individuals are assessed according to their fitness function. Subsequently, the 

population undergoes the application of selection and recombination operators with a probability of 0.6, 

aimed at exploring novel solutions within the search space. The mutation operator, which has a probability 

of 0.033, is utilised to perform random modifications aimed at refining the solutions. As illustrated in 

Algorithm 1, the procedure iterates until it reaches a predetermined maximum number of generations, which 

in this instance is 25. After undergoing dimension reduction, the wine dataset was ultimately reduced to 

contain 7 features. 

 

 

Algorithm 1 Wrapper based genetic algorithm for feature selection 

1: Input: Dataset; Population Size: N; Maximum no. of iterations: 𝑇𝑚𝑎𝑥 

2: Output: Relevant Subset Features 

3: Randomly generate initial solution P(0). 

4: for k = 1 to N do 

5:       Evaluate fitness of individuals of P(0); 

6: end for 

7: t=0; 

8: while P(t<𝑇𝑚𝑎𝑥) do 

9:       Select two individuals in P(t) based on their fitness 

10:     Apply crossover to selected individuals from step 9 resulting to new individuals 

11:     Apply mutation operator to new individuals from step 10 

12:     for k = 1 to N do 

13:          Evaluate fitness of individuals of P(t); 

14:     end for 

15:     𝑡 = 𝑡 + 1; 

16: end while 

17: Return individual with highest fitness. 
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4. Machine Learning Algorithms 

4.1 Support Vector Classifier 
The Support Vector Classifier (SVC) is a supervised learning algorithm primarily used for binary 

classification tasks. It aims to find the optimal separating hyperplane that maximizes the margin between 

two classes (Anguita et al., 2005). This hyperplane is defined by the equation 𝑤𝑇𝑥 + 𝑏 = 0, where 𝑤 is the 

weight vector, 𝑏 is the bias term, and 𝑥 is the feature vector (Tax & Duin, 2004). SVC performs well in 

high-dimensional spaces and is effective when the number of dimensions exceeds the number of samples. 

It can also utilize different kernel functions to handle non-linearly separable data, enhancing its flexibility 

across various domains. 

 

The optimization problem for finding the hyperplane that maximizes the margin can be mathematically 

represented as (Anguita et al., 2005): 

min𝑤,𝑏  
1

2
|𝑤|2                                                                                                                                              (1) 

 

subject to 𝑦𝑖(𝑤
𝑇 𝑥𝑖 + 𝑏) ≥ 1 for 𝑖 = 1, 2,… , 𝑛 where, |𝑤|2 is the Euclidean norm of the weight vector 𝑤 

and 𝑛 is the total number of instances in the training set. The optimization problem is solved using quadratic 

programming. 

 

4.2 Decision Tree Classifier 
The Decision Tree Classifier is a widely-used, interpretable model that predicts outcomes by learning 

decision rules inferred from input features (Avros et al., 2017). It represents data using a tree-like structure, 

where internal nodes denote tests on features, branches represent outcomes of tests, and leaves correspond 

to class labels (Swain & Hauska, 1977). 

 

Decision trees handle both numerical and categorical data and can model complex decision boundaries. 

They are prone to overfitting, but techniques like pruning and limiting tree depth can help control it.  

 

The algorithm recursively selects the feature that best splits the data based on a splitting criterion such as 

information gain or Gini index, which measure the homogeneity of resulting partitions (Quinlan, 1996). 

Splitting continues until a stopping condition is met, such as a minimum number of samples per leaf. 

 

4.3 K-Nearest Neighbors (KNN) 
K-nearest neighbors (KNN) is a type of instance-based learning algorithm, which is a type of lazy learning 

(Tan et al., 2020). KNN works by comparing a new instance with the training dataset and finding the k 

number of closest instances based on a distance metric. The majority class of the k nearest neighbors is 

used to determine the new instance’s Categorization (Peterson, 2009).  

 

It is non-parametric, meaning it does not make strong assumptions about the data distribution. This makes 

KNN flexible but also computationally intensive for large datasets.  

 

The KNN algorithm can be represented mathematically as follows: Given a set of training instances S = 

(𝑥1, 𝑦1), (𝑥2, 𝑦2), ..., (𝑥𝑛, 𝑦𝑛), where 𝑥𝑖 is the feature vector of instance i and 𝑦𝑖 is its corresponding class 

label, and a new instance x, the KNN algorithm works by calculating the distance between x and each 

training instance 𝑥𝑖 using a distance metric such as Euclidean distance: 

𝑑(𝑥, 𝑥𝑖) = √(∑(𝑥 − 𝑥𝑖)2)                                                                                                                         (2) 
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All the distances are sorted in ascending order to find the k closest neighbors to x. Then the majority class 

among the k neighbors is determined and the class is assigned to the new instance x. The value of k is a 

hyper-parameter that can be tuned to achieve better classification performance. A small value of k will 

result in a more flexible decision boundary, but may be more susceptible to noise, while a large value of k 

will result in a smoother decision boundary but may lead to oversimplification of the problem. KNN is a 

simple and effective algorithm that can be used for both classification and regression tasks. However, it can 

be computationally expensive for large datasets and high-dimensional feature spaces, as the distance 

calculation and sorting can be time-consuming (Laaksonen & Oja, 1996). 

 

Preprocessing steps such as feature normalization or scaling are often required to ensure fair distance 

calculations, especially when features are on different scales.  

 

KNN can also be sensitive to the choice of distance metric and the value of k, and may require additional 

preprocessing steps such as feature scaling to improve its performance. 

 

4.4 XGBoost (XGB) 
XGBoost, an extreme gradient boosting method, was initially introduced by Chen & Guestrin (2016) in 

2016 as a highly efficient, adaptable, and portable algorithm. It is specifically designed for speed and 

performance, making it particularly suitable for structured/tabular data. It belongs to the family of decision 

tree-based ensemble learning methods and is capable of handling regression and classification problems, 

as depicted in Figure 2. 

 

 
 

Figure 2. Working process of XGBoost. 

 

 

XGBoost has been successfully applied in various fields, demonstrates excellent performance, particularly 

with relatively small datasets. Boosting is a method of machine learning that gradually merges several weak 

learners into one robust learner with improved computing capability (Zaki et al., 2022). By employing 

gradient descent techniques, weak learners are iteratively added to improve the overall prediction accuracy 

by reducing the loss. XGBoost (Isha et al., 2024) builds upon the gradient boosting framework and offers 

several advanced features such as handling missing data, parallelizing weak learners, depth-first tree 

pruning, and addressing overfitting problems through regularisation. Among XGBoost’s many 

distinguishing features is its comprehensive collection of functions, which includes out-of-core computing, 

cache awareness, the ability to deal with sparse data, and a weighted quantile sketch. XGBoost’s unique 
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characteristics and impressive performance set it apart from more conventional machine learning 

techniques (Mittal et al., 2024).  

 

XGBoost is based on the following core concept: Consider a dataset 𝐷𝑆= {(𝑥𝑖, 𝑦𝑖)}, where 𝑥𝑖 and 𝑦𝑖 

represents the set of input features and the corresponding classification outcome respectively. The objective 

function is computed using the estimated residuals from each iteration, and an ensemble of decision trees 

is built during each iteration. To begin the next cycle, a new model is constructed with a strong emphasis 

on residual fitting, which is in turn largely reliant on the error function matrix first and second derivatives. 

Consequently, for p iterations, p decision trees will be generated. The next iteration’s optimal split point is 

determined using a greedy procedure. Ultimately, multiple trees are created, each containing numerous leaf 

nodes with associated scores. Multiplying each leaf node’s score by its weight yields the final anticipated 

value. The overall prediction, determined using Equation (3), is derived after iterating the model p times in 

the XGBoost ensemble model (Gupta et al., 2022): 

𝑦̂𝑖 = ∑  
𝑝
𝑝=1 𝑓𝑝(𝑥𝑖), 𝑓𝑝 ∈ 𝐹                                                                                                                           (3) 

 

where, 𝑦̂𝑖, 𝑓𝑝 (𝑥𝑖) are the final outcome and predicted outcome respectively at 𝑝𝑡ℎ iteration by implementing 

the residual tree, 𝐹 represents a function that indicates the space of a residual tree. The objective function, 

which is minimized across iterations, is broken down into two parts -loss function and regularization and 

assessed with Equation (4) (Gupta et al., 2022). 

𝑓𝑝 = ∑  𝑛
𝑖=1 𝑙(𝑦𝑖 , 𝑦̂𝑖) + Ω(𝑓𝑝)                                                                                                                      (4) 

 

where, 𝑙 is the loss function and it determines the distance between 𝑦𝑖 and 𝑦̂𝑖 and Ω represents the 

regularisation that is used to prevent model overfitting. 

 

5. Proposed Methodology 
The methodology presented and utilised for predicting wine quality is detailed here. Preparing the data, 

choosing the features to use, model training, and classification are the four basic components. In the 

following sections, each step is described in detail. Figure 3 shows the proposed architecture for predicting 

wine quality. 

 

 
 

Figure 3. Workflow of the proposed model for prediction of wine quality. 
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5.1 Data Pre-Processing 
To ensure that a machine learning model can produce accurate predictions, data preprocessing is an integral 

part of the prediction process. Data pre-treatment improves model performance, reduces overfitting, and 

makes the model more robust to changes in the input data. Data preprocessing has the ability to reduce 

computational costs and boost the performance of the machine learning model. The dataset used in this 

study is the wine quality Dataset 1. While pre-processing of the dataset, two different datasets for Red and 

White wine are integrated to get a good mix of different wine qualities. After integration we get 1599 

instances for red wine and 4898 instances for White wine as shown in Figure 4. A summary of key 

statistical properties for each feature of the dataset is presented in Table 1.  

 

 
 

Figure 4. Dataset distribution. 

 

 
Table 1. Descriptive statistics of selected dataset features. 

 

Feature Mean Std dev Min Max 

Residual sugar 2.44 1.03 0.90 15.50 

Free sulphur dioxide 16.52 10.08 1.00 68.00 

Total sulphur dioxide 48.27 33.04 6.00 289.00 

pH 3.31 0.15 2.74 4.01 

Quality 2.69 0.84 0.00 5.00 

MSO₂ 0.52 0.36 0.02 3.36 

Acid/density 9.16 1.80 5.31 16.99 

Alcohol_density 10.39 1.04 8.39 14.86 

Sulphate/density 0.65 0.15 0.33 2.00 

Sulphates/acid 1.41 0.72 0.25 6.96 

Sulphates/chlorides 8.33 3.03 1.37 60.83 

Sulphates × alcohol 0.06 0.01 0.03 0.21 

 
 

Then the dataset has been pre-processed using the following steps. To begin, the blank spots in the data 

have been filled up during the preparation phase. Because they add nothing to the dataset, features with an 

excessive number of missing values have been eliminated. Secondly, the quality column which is rated on 

the scale of 1 to 10 is converted into three qualities viz. Low, Medium and high as shown in Figure 5. 

Further wine quality is normalized into three numerical values such as Low: ‘0’, Medium: ‘1’ and high: 

‘2’. The type of wine is converted into numerical values such as Red: ‘0’ and White: ‘1’. To eliminate 

attribute bias with sensitivity and lessen the impact of variance in measurement units for various features, 

the next stage is data normalization, wherein the Minmax Scalar method is used to the dataset’s values. 

Using Equation 5, the Minmax scalar rescales feature values from 0 to 1. 
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𝑥scaled = (𝑥 − 𝑥𝑚𝑖𝑛) ÷ (𝑥𝑚𝑎𝑥 − 𝑥𝑚𝑖𝑛)                                                                                                     (5) 

 

where, 𝑥𝑚𝑖𝑛 and 𝑥𝑚𝑎𝑥 are the minimum and maximum values of that property 𝐴𝑖, respectively, 𝑥𝑠𝑐𝑎𝑙𝑒𝑑 is the 

rescaled value obtained from the original value x. 

 

 
 

Figure 5. Distribution of red and white wine quality. 

 

 

5.2 Feature Selection 
Feature selection is a powerful strategy for maximising the predictive efficacy of machine learning 

algorithms by zeroing down on the most relevant characteristics and excluding the noise (Krishnaveni et 

al., 2022; Zhao et al., 2023). Feature selection is the process of identifying the most useful attributes to 

describe your data. There are various feature selection techniques available in the literature. After being 

cleaned up, the dataset used in this study has 13 attributes, which could potentially reduce the classifier’s 

accuracy. Therefore, in order to find the best set of features from the wine data set, we have rigorously 

prioritised and selected the features using the feature selection strategies discussed in Section 3.  

 
Table 2. Parameters for wrapper based GA. 

 

Parameter Value 

Population_size 100 

Max_generations 25 

Selection_probability 0.7 

Mutation_probability 0.2 

Crossover_probability 0.6 

Max_iterations 100 

 

In this study we have used wrapper based genetic algorithm which selects 7 important and non-redundant 

features from the dataset. The parameters used by the genetic algorithms are presented in Table 2. 

 

5.3 Model Training 
Here, the proposed model is used in conjunction with other machine learning methods to fit the data from 

the chosen set of features. The dataset has been split into train and test datasets in the data pre-processing 

process before applying them to classification models of machine learning. All the machine learning models 

are trained using three train-test split ratio (70%-30%, 80%-20% and 90%-10%) from which thirty percent 
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of the instances were randomly assigned to the test dataset, while the remaining seventy percent were 

assigned to the train dataset and so on. The training parameters of various machine learning algorithms are 

presented in Table 3. 

 
Table 3. Machine learning algorithms and associated hyperparameters. 

 

S. No. Algorithm Hyperparameters 

1. Support vector classifier decision_function_shape = ovo, C = 1, degree = 5, gamma = 1, kernel = poly 

2. Decision tree classifier criterion = log_loss, max_depth = 20, max_features = sqrt, min_samples_leaf = 1, min_samples_split 

= 2, splitter = best 

3. K-Nearest neighbor learning_rate = 0.01, batch_size = 64, epochs = 500, hidden_layers = 6 

4. XGBoost learning_rate = 0.01, max_depth = 10, min_child_weight = 1, n_estimators = 500, objective = 

squarederror 

 

 

5.4 Classification 
Machine learning models can be trained to classify new instances into one of several pre-defined categories 

or classes using the supervised learning process known as classification. After being exposed to the training 

dataset, the machine learning algorithms in this study are able to predict and categorise wine quality into 

the low, medium, and high. 

 

6. Experimental Results and Analysis 
This section describes the environment for implementing the proposed model, various metrices used for 

evaluating the model and finally the results are discussed. 

 

6.1 Simulation Settings 
In this article all the experiments are performed on the system with i7 2.1 GHz eight core processor having 

RAM of 16 GB. The proposed model is trained by using PyTorch library available in Python 3.10 version. 

 

6.2 Evaluation Measures 
Evaluation measures assess the performance of machine learning models in predicting wine quality using 

confusion matrix that is often used to describe the performance of a classification model or algorithm. The 

following evaluation measures are commonly used to evaluate the effectiveness of such models: 

 

Precision: Precision refers to how well a model predicts the wine quality in a given category. It quantifies 

the proportion of correctly predicted instances in a specific category out of all instances predicted as 

belonging to that category (Shamrat et al., 2023; Valero-Carreras et al., 2023). A higher precision indicates 

fewer false positives. It is defined by the equation: 

Precision =
𝑇𝑃

𝑇𝑃+𝐹𝑃
                                                                                                                                      (6) 

 

Recall: Recall evaluates the model’s ability to identify instances of a particular wine quality category 

correctly. It is a statistical measure of how many times a certain category has been predicted accurately 

relative to how many times that category has been observed (Shamrat et al., 2023). Higher recall suggests 

fewer false negatives; it is defined by the formula: 

Recall =
𝑇𝑃

𝑇𝑃+𝐹𝑁
                                                                                                                                          (7) 

 

F1- Score: The F1 score is an appropriate measure because it takes into account both accuracy and recall. 

It’s a measure of a model’s efficacy as a whole, calculated by harmonic mean of precision and recall 

(Valero-Carreras et al., 2023). It is mathematically expressed as:  
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𝐹1 −  score = 2 ×
 Precision × Recall 

 Precision + Recall 
                                                                                                             (8) 

 

Accuracy: In order to gauge how well a model predicts outcomes, accuracy is often utilised. True positive 

and negative rates are computed as a percentage of the total number of instances predicted (Shamrat et al., 

2023; Valero-Carreras et al., 2023). Accuracy is a metric used to evaluate models in a broad sense. 

Accuracy =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
                                                                                                                         (9) 

 

6.3 Results and Discussion 
This study is divided into two main parts, comprising the complete experimental process. In the first part, 

the focus is on feature selection from the original dataset. The objective is to identify the most relevant 

features that contribute significantly to the prediction task. The second section involves conducting a new 

experiment to find the optimal classifier for optimising the prediction performance. In the first part, wrapper 

based genetic algorithm were used to extract the most relevant features for wine quality prediction. The 

purpose of this step is to decrease the dimensionality of the data, which ultimately leads to enhanced 

performance and increased accuracy. The original dataset comprises of 13 features, out of which 7 features 

are selected by the feature selection algorithm used in the experiment. 

 

  
 

(a) Accuracy Comparison 
 

 

(b) 70%-30% 
 

  
 

(c) 80%-20% 
 

 

(d) 90%-10% 
 

Figure 6. Performance comparison of classifiers using different data splits and evaluation metrics. (a) shows the 

overall accuracy comparison among classifiers. (b), (c), and (d) present detailed performance metrics for 70%-30%, 

80%-20%, and 90%-10% train-test splits respectively. These plots highlight the effectiveness of the proposed WGA-

XGB model across varying experimental settings. 
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The second part of the experiment aims to identify the optimal classifier that maximizes the prediction 

performance. For evaluating the effectiveness of the XGBoost based prediction model, a comparison is 

made with three other state- of-the-art machine learning algorithms, namely support vector classifier (SVC), 

Decision tree Classifier (DT), and K- Nearest Neighbour (KNN). The best accuracy of 83% is achieved 

through XGBoost classifier. Different accuracy values are obtained by using different Train-Test splits, as 

shown in Table 4. When comparing other train-test splits (90:10, 70:30, and 80:20), it is clear that the 80:20 

split yields the highest accuracy. Figure 6(a) presents the accuracy of several classifiers. Also, we have 

computed Precision, Recall and F1-score for different classifiers for different train-test splits (90:10, 70:30, 

and 80:20) as presented in Figures 6(a), 6(b) and 6(c). It is clearly observed that XGBoost classifier model 

with a train-test split of 80:20 ratio has achieved a precision of 82%, Recall value of 86% and F1-Score 

value of 84%. On the basis of these results, it is evident that XGBoost classifier outperforms in comparison 

to other classifiers. 
 

Table 4. Performance comparison of different classifiers. 
 

Train-test split Classifier Wine quality Precision Recall F1-score Accuracy 

70%-30% Support vector classifier Low 0.67 0.57 0.61 0.71   
Medium 0.73 0.83 0.77 

 

  
High 0.00 0.00 0.00 

 

 
Decision tree classifier Low 0.66 0.59 0.62 0.71   

Medium 0.74 0.81 0.77 
 

  
High 0.19 0.07 0.10 

 

 
KNN classifier Low 0.77 0.66 0.71 0.78   

Medium 0.79 0.88 0.83 
 

  
High 1.00 0.28 0.44 

 

 
XGBoost Low 0.73 0.69 0.71 0.77   

Medium 0.79 0.85 0.82 
 

  
High 0.90 0.33 0.49 

 

80%-20% Support vector classifier Low 0.68 0.58 0.63 0.72   
Medium 0.73 0.84 0.78 

 

  
High 0.00 0.00 0.00 

 

 
Decision tree classifier Low 0.67 0.69 0.68 0.74   

Medium 0.79 0.79 0.79 
 

  
High 0.43 0.38 0.41 

 

 
KNN classifier Low 0.77 0.66 0.71 0.78   

Medium 0.79 0.88 0.83 
 

  
High 0.93 0.33 0.49 

 

 
XGBoost Low 0.76 0.74 0.75 0.83   

Medium 0.82 0.86 0.84 
 

  
High 0.86 0.43 0.57 

 

90%-10% Support vector classifier Low 0.68 0.59 0.63 0.73   
Medium 0.75 0.84 0.79 

 

  
High 0.00 0.00 0.00 

 

 
Decision tree classifier Low 0.69 0.69 0.69 0.75   

Medium 0.80 0.79 0.80 
 

  
High 0.46 0.60 0.52 

 

 
KNN classifier Low 0.81 0.72 0.76 0.80   

Medium 0.82 0.90 0.86 
 

  
High 1.00 0.35 0.52 

 

 
XGBoost Low 0.73 0.75 0.74 0.79   

Medium 0.83 0.84 0.83 
 

  
High 0.75 0.45 0.56 

 

 
 

For different Train-Test splits we have presented the results in the form of confusion matrices as shown in 

Figures 7, 8 and 9. Figure 7 represents the confusion matrix for 70:30 train-test splits for different 

classifiers, which specifies that how accurately the model predicts the quality of wine in Low, Medium and 
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High quality. It is clearly evident that support vector classifier had not able to predict high quality wine 

whereas other classifiers perform well in predicting the high-quality wine. Figures 8 and 9 depicted that 

XGBoost performs well in comparison to other state of the art machine learning algorithms. XGBoost 

outperforms other classifiers, most likely due to its ability to simulate complicated feature interactions and 

its resistance to overfitting via regularization. Simpler models, such as KNN and Decision Tree, may 

struggle with the dataset’s high dimensionality and nonlinearity. 

 

 

  
 

(a) Support vector machine 
 

 

(b) Decision tree 
 

  
 

(c) K-Nearest neighbour 
 

(d) XGBoost 
 

Figure 7. Confusion matrix for 70:30 split of different ML models. 

 

 

The proposed approach has a limitation in that only one dataset is used for the evaluation. In future research, 

we plan to assess the performance and robustness of the presented model by deploying it in a cloud 

environment and testing it with multiple wine datasets. We will also focus on addressing numerous security 

concerns with the existing framework.  
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(a) Support vector machine 
 

 

(b) Decision tree 
 

  
 

(c) K-Nearest neighbour 
 

(d) XGBoost 
 

Figure 8. Confusion Matrix for 80:20 split of different ML models. 

 

 

  
 

(a) Support vector machine 
 

 

(b) Decision tree 
 

  
 

(c) K-Nearest neighbour 
 

(d) XGBoost 
 

Figure 9. Confusion Matrix for 90:10 split of different ML models. 
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6.4 Comparison with Existing Studies 
Table 5 compares existing studies on wine quality prediction. It describes the methods employed, feature 

selection algorithms, and the classification accuracy. The comparison shows that most research either lack 

strong feature selection or depend on narrow classifiers. In contrast, the proposed approach uses a wrapper-

based genetic algorithm for feature selection and achieves comparable accuracy with XGBoost, 

demonstrating its efficacy and uniqueness. 

 
Table 5. Comparison of existing studies on wine quality prediction. 

 

Reference(s) Techniques used Feature selection Best performing model Accuracy 

Mahima et al. (2020) Random forest, kNN Not specified Random Forest + kNN 82% 

Dahal et al. (2021) ANN, GBR, RR, SVM Not specified Gradient boosting regressor 82% 

Chiu et al.(2021) Genetic algorithm + ML Genetic algorithm Hybrid model (optimized by GA) 83.5% 

Mohana et al. (2023) Ensemble (SVM, RF, XGB) Not specified Ensemble model 85% 

Jana et al.(2023) Neural network, SVM Not specified Quadratic SVM 83% 

Gupta (2018) SVM, neural network Linear regression SVM 82% 

Kumar et al. (2020) SVM, Naive Bayes, RF Not specified SVM 81% 

Proposed method GA + XGBoost, RF, KNN, etc. Wrapper-based genetic 

algorithm 

XGBoost 83% 

 

 

7. Conclusion and Future Scope 
As the demand for premium wines continues to rise, it becomes imperative to devise methodologies that 

can effectively forecast wine quality. While machine learning has exhibited considerable promise in this 

domain, the abundance of features that can impact wine quality necessitates the implementation of feature 

selection techniques. This step assumes paramount importance in enhancing the precision and effectiveness 

of predictive models. The proposed framework incorporates a feature selection algorithm based on the 

wrapper based genetic algorithm, which effectively identifies the most influential features for wine quality 

prediction. By applying the framework to a dataset of red and white wine samples, the results demonstrate 

that the feature selection algorithm significantly reduces the number of features required while maintaining 

high prediction accuracy. Different machine learning classifiers are trained using the selected features 

which demonstrates that XGBoost outperforms in terms of accuracy and other statistical measures than 

other machine learning algorithms. According to the outcome of thorough experimentation, the proposed 

model has a higher accuracy of 83% in comparison to other machine learning algorithms. Precision (82%), 

Recall (86%) and F1-Score (84%) are other statistical measures which proves the efficacy of the proposed 

model in wine quality prediction. Future research directions may involve applying the proposed framework 

to additional wine datasets to validate its robustness and scalability. Additionally, exploring more advanced 

feature selection algorithms and machine learning models could further improve predictive performance. 

The study is constrained by a slight class imbalance, which may influence generalisability to minority 

groups. Future validation of varied wine data is required to confirm resilience. 
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